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ABSTRACT

Objective Meta-analyses of observational studies are frequently published in the literature, but they are generally considered suboptimal to those involving randomised controlled trials (RCTs) only. This is due to the increased risk of bias that observational studies may entail as well as because of the high heterogeneity that might be present. In this article, we highlight aspects of meta-analyses with observational studies that need more careful consideration in comparison to meta-analyses of RCTs.

Methods We present an overview of recommendations from the literature with respect to how the different steps of a meta-analysis involving observational studies should be comprehensively conducted. We focus more on issues arising at the step of the quantitative synthesis, in terms of handling heterogeneity and biases. We briefly describe some sophisticated synthesis methods, which may allow for more flexible modelling approaches than common meta-analysis models. We illustrate the issues encountered in the presence of observational studies using an example from mental health, which assesses the risk of myocardial infarction in antipsychotic drug users.

Results The increased heterogeneity observed among studies challenges the interpretation of the diamond, while the inclusion of short exposure studies may lead to an exaggerated risk for myocardial infarction in this population.

Conclusions In the presence of observational study designs, prior to synthesis, investigators should carefully consider whether all studies at hand are able to answer the same clinical question. The potential for a quantitative synthesis should be guided through examination of the amount of clinical and methodological heterogeneity and assessment of possible biases.

INTRODUCTION

Systematic reviews and meta-analyses help to establish evidence-based clinical practice and resolve contradictory research outcomes while supporting research planning and prioritisation.1 Therefore, meta-analysis is being increasingly used in most medical fields with the aim to reach an overall understanding of clinical outcomes and their sources of variation. Although synthesis of randomised controlled trials (RCTs) is generally considered as the highest level of clinical evidence, there are several concerns regarding the potential of meta-analysis of observational studies to provide reliable results.2 The reasons making researchers being sceptical with synthesising observational studies are mainly related to the high risk for within-study and across-study biases, as well as to the presence of increased heterogeneity.

A major issue of observational evidence is that it is known to have limited internal validity as it is subject to both bias and confounding. Overall, observational study designs are not the most appropriate to assess the causal relationship between an intervention and an outcome as several characteristics might differ or might change over time between the different intervention groups. So, the inclusion of observational studies in a meta-analysis might introduce bias in the summary effect. To mitigate the risk of confounding and to make more comparable the different study groups, investigators usually adjust the relative effects for several characteristics that may be related to the outcome and/or to the intervention. Propensity scores (ie, the probability of treatment assignment conditional on observed baseline characteristics) are now also being used frequently in the analysis of observational studies as they likely allow reduction of confounding and selection bias. Despite the fact that these methods have the potential to produce less biased results, at the meta-analysis level they increase the methodological heterogeneity as often different studies use different analysis methods or different adjustment factors and the comparability of their results is questionable. Apart from methodological heterogeneity, clinical heterogeneity is also expected to be much higher than in meta-analyses of RCTs since observational studies are based on less stringent inclusion criteria.

An additional problem in the synthesis of observational studies is that it is always challenging or even impossible to assess the risk of bias both within and across studies. The latter is because preregistration and protocol preparation are not mandatory for observational studies, and as a result, unpublished studies or partly unpublished results cannot be identified. This leads to an increased risk of publication bias and other reporting biases such as selective outcome reporting. With respect to within-study bias, in contrast to RCTs, the lack of widely agreed quality criteria and the absence of sufficient empirical evidence to support the focus on particular study features render the assessment of the risk of bias for observational studies and their meta-analysis rather challenging. To date, more than 80 tools have been proposed to assess the credibility of observational studies, but most of them have not been used in practice. Recently, a draft Cochrane risk of bias tool for non-randomised studies was also developed that considers each observational
study as an attempt to mimic a hypothetical pragmatic randomised trial. Nevertheless, this tool has not been finalised yet.

Despite all the above issues, observational data not only offer a valuable source of supplementary information to RCTs but also, for some clinical questions, provide the most reliable data (eg, safety of interventions and long-term outcomes) or even the only source of available evidence (eg, effectiveness of transplantation). In addition, results from observational studies might be more directly applicable to the general populations as they are designed under a more real-life setting than RCTs, which usually involve very restricted populations treated under highly standardised care. Therefore, meta-analysis of observational data alone or in combination with RCTs (when possible) is often desirable. However, a methodological systematic review of meta-analyses of observational studies in the field of psychiatry found several deficiencies in terms of assessing study quality, publication bias and risk for confounding, while the majority of the meta-analyses found significant heterogeneity.

In this article, we review methods and recommendations in the literature for the different steps of a meta-analysis involving observational studies. Using an example from mental health, we present and discuss the issues that frequently arise due to the nature of these data.

METHODS
Searching for relevant studies
Investigators intending to perform meta-analyses with observational studies should be aware that identifying all relevant studies requires more extensive literature searches than those that usually take place in systematic reviews involving only RCTs. Lemeshow et al showed that, restricting the search in common large databases such as MEDLINE may achieve a sensitivity on average between 65% and 80%, depending on the medical field. Achieving a sensitivity of about 90% required searching for observational studies in at least four databases.

Extracting data
Poor reporting is a common issue in observational studies, and very often the required data for the meta-analysis cannot be easily obtained. Although guidance on the reporting of observational studies does exist (eg, the Strengthening the Reporting of Observational Studies in Epidemiology checklist), following this guidance is not mandatory yet for most medical journals. Also, several studies within a systematic review might have been published before the development of such checklists. Apart from poor reporting, observational studies usually report results from several analyses, and it is not always straightforward to determine which results are more appropriate to include in a meta-analysis. For instance, they might provide both unadjusted and adjusted results or they might have used a number of analyses adjusting for different sets of potential confounders. Since unadjusted results are most likely biased, they should not be preferred, even though they might seem less heterogeneous across studies. Instead, researchers should consider the most important potential confounders in advance (when preparing the protocol) and opt for extracting results adjusted at least for these or most of these characteristics. On top of outcome data and data on other important study characteristics, extracting information for the assessment of the risk of bias of all studies is crucial, even though existing risk of bias tools for observational studies might not be optimal.

Synthesising data and controlling for bias
Observational studies usually have larger sample sizes than RCTs and might yield highly precise results. Given all the aforementioned issues of observational evidence (ie, bias and confounding), this phenomenon might lead to spurious inferences because usually the more precise the summary effects, the stronger the conclusions of the investigators. Further, when observational and randomised studies are synthesised using typical methods (eg, classical fixed or random effects meta-analysis), the weight of observational studies would be larger than that of the RCTs, although the latter usually give more reliable results. Thus, it is of great importance to consider very carefully the setting of each study before proceeding with the synthesis of the results, and whether it is appropriate to answer the research question of the meta-analysis.

At the stage of data synthesis, the main issues in the presence of observational studies are (1) how to accommodate the possibly large heterogeneity that may be present especially when different types of observational studies, or also RCTs, are combined in the same analysis and (2) how to account for different biases. Overall, using a fixed effect meta-analysis does not seem a reasonable approach considering that observational studies generally have very variable populations, which are followed under different conditions. In case of multiple observational designs or combination with RCTs, these discrepancies would likely be magnified. The random effects model accounts better for this apparent heterogeneity. Subgroup analysis or meta-regression by study design and by type of analysis (eg, different adjustment factors) should always take place even when there is no strong evidence for statistical heterogeneity. The risk of bias of the studies should also be considered as a potential source of variability; performing a sensitivity analysis excluding studies of lower credibility can reveal whether such studies have an impact on the summary effect.

A common misconception in meta-analyses with observational studies is that the assessment of across-study bias can take place across all studies no matter the design. Investigators should be aware that reporting bias (publication bias and selective reporting) or small-study effects would probably work differently for different study designs, and consequently, investigation and assessment of such types of biases should be made separately for different designs. Otherwise, such biases might be masked due to the variability of their magnitude and possibly their mechanism among different types of studies. For example, cohort studies are on average much larger than case-control studies or RCTs, and as a result, they often lead to more precise treatment effect estimates. Putting together these three designs in the same funnel plot would place all cohort studies at the top of the graph and all other studies at the bottom. Hence, any asymmetry would be due to heterogeneity across study designs and not to small-study effects.

Several more sophisticated methods than classical meta-analysis have also been suggested in the literature for handling heterogeneity and bias potentially more properly in the presence of multiple study designs. For example, an alternative approach considers the classification of the possible biases for each study into ‘internal’ and ‘external’ based on specific items related to the nature of the data. Based on this classification, all identified sources of bias may then be used within a Bayesian modelling framework to obtain bias-adjusted summary estimates. The combination of different meta-analytic submodels specifically designed to capture different features of different types of studies is another option, while using hierarchical models.
Author(s) and Year | Weights | OR (95% CI)
--- | --- | ---
Thonggor et al (neer phenoformazones use), 1992 | 3.72 | 6.20 [2.01, 19.19]
Thonggor et al (neer thioramone use), 1992 | 2.34 | 4.00 [0.85, 21.70]
Nakagawa et al (current thioramone use), 1992 | 1.85 | 2.59 [0.72, 8.57]
Perdixion et al (neer AP use), 1996 | 3.01 | 1.50 [0.39, 5.81]
Pratt et al (phenothiazines), 1996 | 4.71 | 5.92 [2.33, 14.9]
Singer et al (any AP use), 2004 | 5.56 | 4.91 [1.64, 14.97]
Nakagawa et al (current typical AP use), 2006 | 7.34 | 5.99 [9.97, 18.92]
Nakagawa et al (current typical AP use), 2006 | 7.67 | 0.98 [0.89, 1.08]
Parrerine et al (-controlled AP, 1992 | 7.30 | 1.15 [0.99, 1.34]
Lit et al (13-30 days: any AP use), 2014 | 7.72 | 1.83 [0.37, 2.68]
Brauer et al (1-30 days: typical AP), 2015 | 7.00 | 2.02 [0.00, 3.06]
Brauer et al (1-30 days: typical AP), 2015 | 7.10 | 1.41 [0.34, 1.51]
Brauer et al (controlled AP, 2015 | 7.26 | 1.41 [0.12, 1.92]
Brauer et al (1-30 days: typical AP), 2015 | 7.56 | 2.50 [1.8, 5.31]
Brauer et al (2 years: typical AP), 2015 | 6.98 | 1.13 [0.50, 2.46]
Brauer et al (30 days: typical AP), 2015 | 6.39 | 1.70 [0.96, 1.28]
Wu et al (≤60 days: typical AP, 2015 | 6.54 | 1.00 [0.36, 3.21]
Wu et al (≤60 days: atypical AP, 2015 | 6.94 | 1.23 [0.73, 6.18]

Results from the meta-regression model assessing the impact of exposure time

<table>
<thead>
<tr>
<th>Exposure time</th>
<th>Log OR</th>
<th>SE</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept (1-30 days)</td>
<td>0.96</td>
<td>0.09</td>
<td>(0.78 to 1.14)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Coefficient (&gt;30 days)</td>
<td>−0.75</td>
<td>0.12</td>
<td>(−0.99 to 0.52)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

The heterogeneity variance is τ²=0.02.

**RESULTS**

To illustrate the issues described previously, we use as example a meta-analysis of observational studies assessing the risk of myocardial infarction (MI) in antipsychotic drug users. The dataset consists of nine studies published between 1992 and 2015: three case–control studies, two cohorts, two case–cross-over studies and one self-controlled case series. Each study has contributed more than one estimate in the original meta-analysis but not much detail is given by the authors about the different subpopulations. Figure 1 shows the primary analysis of the original published meta-analysis. The graph shows that some studies provide very narrow confidence intervals, suggesting a strong and statistically significant association between the use of antipsychotics and MI. The diamond of the meta-analysis also resulted in an increased risk of MI with antipsychotics (OR 1.88, 95% CI 1.39 to 2.54). However, the apparent large heterogeneity (I²=0.98, τ²=0.30) implies that important discrepancies exist among studies, and consequently, it is questionable whether this summary effect is useful and meaningful.

**Figure 1** Forest plot of the main meta-analysis for estimating the risk of myocardial infarction with antipsychotics (AP=antipsychotics, RE=random effects).

To identify possible sources of heterogeneity, we first performed a subgroup analysis by study design (figure 2). It is interesting that important heterogeneity is also observed within each design, implying that multiple characteristics differentiate the studies. Figure 2 reveals some important issues in this dataset. It seems that in populations with shorter exposure, ORs tend to be larger. Indeed, performing a metagression assessing the impact of the different exposure times in the studies (as these were reported in the supplementary material of the original article) remarkably reduced the heterogeneity and produced a significant coefficient of (in OR scale) 0.47 (95% CI 0.37 to 0.59), suggesting that the OR in studies with exposure larger than 30 days is on average half than that in the other studies (table 1). This constitutes a large difference and raises concerns whether short exposure studies are comparable to the other studies. In addition, it seems that within the cohort design, earlier studies tend to give larger OR estimates. The small number of cohort studies does not allow statistical assessment of the effect of publication year. However, careful examination of study characteristics and comparison between older and more recent studies could help to identify what might have changed over the years that affects the results.

We also performed a subgroup analysis by drug type (figure 3). Again, important heterogeneity exists within the two subgroups and particularly in the group of atypical drugs. Thus, the type of drug does not seem to explain much of the observed heterogeneity. According to the published review, the OR was larger among schizophrenic patients in comparison with other diagnostic categories, but again the heterogeneity within the design was quite large (data could not be retrieved).

**Figure 2** Subgroup analysis by study design (AP=antipsychotics, RE=random effects).

results to identify what might have changed over the years that affects the results.
Statistics in practice

<table>
<thead>
<tr>
<th>Typical</th>
<th>Published</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brauer et al (C—C &gt; 90 days; atypical AP, 2015)</td>
<td></td>
<td>1.06 (0.71, 1.59)</td>
</tr>
<tr>
<td>Brauer et al (C—C 31—90 days; atypical AP, 2015)</td>
<td></td>
<td>1.07 (0.73, 1.57)</td>
</tr>
<tr>
<td>Brauer et al (C—C 1—30 days; atypical AP, 2015)</td>
<td></td>
<td>2.96 (0.89, 9.00)</td>
</tr>
<tr>
<td>Brauer et al (C—C &gt; 90 days; atypical AP, 2015)</td>
<td></td>
<td>1.70 (0.86, 2.99)</td>
</tr>
<tr>
<td>Brauer et al (C—C 31—90 days; atypical AP, 2015)</td>
<td></td>
<td>1.11 (0.55, 2.24)</td>
</tr>
<tr>
<td>Brauer et al (C—C 1—30 days; atypical AP, 2015)</td>
<td></td>
<td>2.90 (1.18, 6.91)</td>
</tr>
<tr>
<td>Lin et al (C—C 1—30 days; atypical AP, 2014)</td>
<td></td>
<td>2.74 (0.49, 1.52)</td>
</tr>
<tr>
<td>RE Model for Subgroup (C—C 31—90 days; OR 1.71, 95% CI 1.23 to 2.37). Hence, this is an indication that observational data sometimes are necessary to address questions for which randomised evidence is insufficient or absent.</td>
<td></td>
<td>2.66 (0.51, 1.32)</td>
</tr>
</tbody>
</table>

Altypical

<table>
<thead>
<tr>
<th>Published</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brauer et al (C—C &gt; 90 days; atypical AP, 2015)</td>
<td></td>
</tr>
<tr>
<td>Brauer et al (C—C 31—90 days; atypical AP, 2015)</td>
<td></td>
</tr>
<tr>
<td>Brauer et al (C—C 1—30 days; atypical AP, 2015)</td>
<td></td>
</tr>
<tr>
<td>Brauer et al (C—C &gt; 90 days; atypical AP, 2015)</td>
<td></td>
</tr>
<tr>
<td>Brauer et al (C—C 31—90 days; atypical AP, 2015)</td>
<td></td>
</tr>
<tr>
<td>Brauer et al (C—C 1—30 days; atypical AP, 2015)</td>
<td></td>
</tr>
<tr>
<td>Lin et al (C—C 1—30 days; atypical AP, 2014)</td>
<td></td>
</tr>
<tr>
<td>RE Model for Subgroup (C—C 31—90 days; OR 1.71, 95% CI 1.23 to 2.37). Hence, this is an indication that observational data sometimes are necessary to address questions for which randomised evidence is insufficient or absent.</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3** Subgroup analysis by type of antipsychotic drug (typical or atypical). AP=antipsychotics, RE=random effects.

All the characteristics examined so far do not capture the potential for methodological heterogeneity across studies. This would require information on the adjustment factors and other aspects of the analysis (eg, handling missing data) that are not available in the manuscript. A sensitivity analysis where low-quality studies (as defined in the original review) were excluded resulted in a slightly decreased risk of MI but was still significant (OR 1.71, 95%CI 1.23 to 2.37). Hence, this is an indication that methodological differences might affect the results of the studies.

Finally, following the original review, we reproduced the funnel plot of all studies, but we indicated the different study designs with different colours (figure 4). In this way, we could figure out whether the asymmetry can be explained by the different sample sizes among the different designs. A possible trend of asymmetry can be seen among cohort studies but with only six studies, asymmetry cannot be formally assessed. Furthermore, since the two groups of ‘imprecise’ (at the bottom) and ‘precise’ (at the top) estimates come from the same studies, they most probably reflect the heterogeneity already discussed, while any inference on the presence of publication bias is impossible here. However, the authors searched only three large databases, making it possible for some available studies not to have been identified.

**DISCUSSION**

Limitations of observational studies are well-known and, if not properly taken into account within a meta-analysis, they can threaten the validity of the findings. Moreover, the important heterogeneity expected among populations, settings and methodologies of different observational studies complicates even more the synthesis of their results. However, observational data may be advantageous to RCTs in terms of the amount of information, the generalisability of the findings and the evaluation of rare and long-term outcomes. Also, there are clinical outcomes for which RCTs cannot be performed due to ethical or feasibility reasons (eg, effect of smoking). As a result, meta-analyses of observational data sometimes are necessary to address questions for which randomised evidence is insufficient or absent. Through an exemplar meta-analysis of observational studies assessing the risk of myocardial infarction in patients receiving antipsychotics, we show how ignoring discrepancies among different studies may lead to spurious conclusions. Investigators should pay special attention to investigate and address the possible biases separately for the different types of studies. It should be noted that, in systematic reviews involving several observational studies alone or in combination with RCTs, quantitative synthesis should not be by default a prominent component. Careful examination of the possible sources for heterogeneity and risk of bias is necessary to decide whether a statistical combination of the data would give useful and meaningful results.

Interestingly, a review of the existing empirical evidence regarding the comparison of estimated treatment effects obtained from randomised and non-randomised studies has suggested that there is only little evidence for significant differences between the two. However, clinical and methodological differences among studies are not always reflected in the form of statistical discrepancies, and consequently, the similarity of the studies of a systematic review should always be judged for the specific questions and outcomes of the review. Ideally, sources of heterogeneity and biases are better explored when individual participant data are available, and therefore, meta-analysts should seek for such data when possible. Nonetheless, most studies will in practice only provide aggregate data, and thus, clinical understanding of both the studies at hand and the assumptions of the different statistical approaches are important aspects for choosing plausible modelling strategies.
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