Why we do not abstract analogue studies of treatment outcome and scale development

One of the basic principles behind the publication of *Evidence-Based Mental Health* (EBMH) is that the research which we abstract in the journal should have immediate practical implications for mental health clinicians. The key question we ask ourselves in selecting studies to include in EBMH is *will mental health clinicians be able to use the findings of this study in their practice?* We do not believe that the results of analogue studies are useful in clinical practice, and in this note we outline our reasoning. By analogue studies, we are referring to studies in which the therapeutic setting is in some senses an “analogue” of routine clinical practice or the participants (usually students) are different from those to whom the treatment or scale will ultimately be applied.

There are various issues that determine how useful a study can be to practitioners, some of which are shared by research in other areas of health care. Thus, for example, all studies should be designed in a way that gives readers confidence in their findings. This is why EBMH and the other evidence-based journals have explicit methodological criteria for the selection of studies (detailed in our purpose and procedures section p 98-9). Other issues may be more specific to mental health. One of these is the use of analogue studies. Analogue studies are sometimes used, particularly in studies of psychotherapy, to examine the outcomes and processes of different methods of therapy. They are also used in scale development to look at reliability, validity, and factor structure.

The use of analogue studies in psychotherapy research was stimulated by experimental and social psychological research. Analogue research attempts to mimic real life while at the same time controlling as many extraneous variables as possible. Analogue studies therefore maximise the internal validity, or rigour, of research studies; the trade off for this rigour is reduced generalisability to real clinical settings. Thus, an analogue outcome study of psychotherapy might recruit university students with symptoms of depression to compare the efficacy of brief cognitive therapy from a clinical psychologist with treatment as usual from the university counselling centre. Recruitment to the study may be by advertisements put up around the university or directly from undergraduate classes. Students may be attracted by the offer of free counselling, or for the course credits for completing the research project.

Analogue studies may also be used to examine questions such as treatment preferences among potential clients, or preferences for different types of therapists. Under experimental conditions, volunteer subjects can be shown standardised video tapes extracts of different methods of psychotherapy, or extracts of therapists with different characteristics.

Because analogue therapy studies are relatively easy to conduct they can be extremely useful in the early stages of treatment research. Well conducted analogue studies can inform the design of subsequent clinical trials and may indicate if treatment methods are acceptable to clients, and practicable to deliver by therapists. They enable researchers to exercise control over key variables which may not be possible in clinical trials. Analogue studies can help researchers explore promising avenues of enquiry. However, even well conducted analogue studies do not provide reliable information about the effectiveness of treatment in clinical populations. Thus they are only of limited value to clinicians, whose main interest is in the effective care of patients.

In the area of scale development, analogue studies have the advantage of access to a large pool of often captive participants, who must be compliant to receive class credit. This, however, is counterbalanced by the fact that in many cases the intended targets for scales are people attending clinics or in hospital with real disorders or traits that are interfering with their lives. Assessing reliability or validity with students, and then assuming these results also apply to clinical populations is misguided. Reliability and validity are not invariant properties of the test; they are functions of the test score obtained under particular circumstances. This means that a test may have high reliability and good internal consistency with one group of participants, for example, but not with another. Thus, psychometric studies with “analogue” patients rarely inform us of the utility of the test with real patients.

Analogue studies limit generalisability in several ways. Firstly, the target disorder in therapy itself may be an analogue for a clinical disorder. Coyne discusses the limits of self reported distress among college students as an analogue for clinical depression. Secondly, participants in analogue studies differ from clinical populations in important socio-demographic variables such as age, social class, and educational level. Less important differences between participants in analogue studies and participants in clinical trials include the method of recruitment, and the contexts in which treatment and assessment take place.

The distinction between analogue studies and clinical studies is not always clear. Important mental health services are provided to college students by college based counselling services, and college students do experience mental health problems of clinical severity. For some clinical populations, such as people with eating disorders, college students may constitute a high risk group, and treatment and psychometric studies with a high proportion of students would not necessarily be excluded from EBMH. Indeed, the first issue of EBMH in February 1998 included a study by Mintz et al in which a questionnaire to diagnose eating disorders was tested on a non-clinical sample of mainly college students, as well as on a clinical sample of women with eating disorders. The guiding principle for selection of studies in EBMH will continue to be the relevance of research findings to mental health clinicians.
Understanding and interpreting systematic reviews and meta-analyses. Part 2: meta-analyses

In part 1 (August 1998 issue) we introduced the rationale for the systematic review and described the first part of how to appraise critically such articles before using them clinically. The user would want to know: did the review focus on a specific question? Was a comprehensive and clearly described search strategy used? Were the appropriate studies selected? And did the raters agree about which articles should be included?

In part 2, we focus on the statistical combination of the results of a series of studies (meta-analysis). Our objective is to suggest questions that a reader should ask of an article describing a meta-analysis. We will also outline the main methods used in meta-analyses.

Were the results of the individual studies combined and was this appropriate?

Meta-analyses seek to provide the best estimates of treatment effect based upon all the available valid evidence. The simplest type of meta-analysis involves simply counting up the number of statistically significant studies (vote counting). Although vote counting is straightforward and superficially easy to interpret, it leads to various potential biases and other problems. Many treatment effects that are of potential clinical importance are only moderately sized. When they have only been investigated in small trials with insufficient statistical power, a simple vote count may fail to identify a true treatment effect that may be important clinically. Of course, such a situation is why many meta-analyses are conducted, and this is therefore a major deficiency of the vote count. Similarly, vote counts treat every study the same, when larger and more powerful studies may appropriately be attributed greater weight than smaller less powered ones. A further and important problem is that vote counting does not provide a useful estimate of the magnitude of an effect across a group of studies. For these reasons, more sophisticated methods are needed to synthesise the results of several experimental studies.

Applying weights to different studies

A fundamental premise of meta-analysis of randomised controlled trials is that randomisation within individual studies is preserved, and a pooled estimate of the treatment effect is derived from a weighted average of study effects. Weights in meta-analyses, like confidence intervals, are based upon the standard error (SE) of the study effect. The SE for a study with a dichotomous outcome such as alive or dead will reflect both the number of deaths observed in each group and the total number of patients randomised. Similarly, the SE for a continuous outcome, such as the mean Positive and Negative Symptom Scale score, reflects the observed distribution of the effects (the standard deviation) and the number of patients contributing information. In other words, the SE may be considered to reflect the amount of statistical information available in a study and is therefore an appropriate basis for applying weights to different studies. It follows that studies providing more precise estimates (with tighter confidence intervals) receive proportionally more weight than those with less precise estimates (wider confidence intervals). Although meta-analyses may be daunting to those without much statistical knowledge or confidence, this basic principle is straightforward in theory and is fundamental to meta-analysis. Different methods for meta-analysis are essentially analogous, and reflect differences in how the weights are calculated for each study.

Interpreting figures

Figure 1 describes a meta-analysis of the effects of donepezil hydrochloride on quality of life that uses data from an evidence-based guideline on the treatment of dementia in primary care.

This kind of figure is common in reports of meta-analyses and is sometimes called a "blobogram." Each horizontal line represents a different randomised comparison (often individual trials, but in this case 2 comparisons are made within 2 separate trials). The horizontal bars represent the width of the 95% confidence intervals (which indicate the range of values in which we are 95% certain that the true value falls) and the diamond indicates the point estimate of effect. Incidentally, the point estimate is not only the best estimate of the population effect, it is also the most likely value, with the results becoming increasingly less likely as we move towards the 95% confidence limits. In figure 1, the size of the diamond reflects the number of patients randomised.

The pooled effects "lozenge" describes a weighted average of the studies, and again provides a point estimate and 95% confidence intervals. This weighted average is little influenced by the comparatively positive result in the trial by Rogers (1996) as the confidence intervals for that study are relatively wide. The pooled effect is influenced more by the results of the 4 other larger comparisons below.

The measure of effectiveness used in meta-analyses depends on the nature of the outcome. When the outcome is event-like or dichotomous (such as mortality or admission to hospital) the measures most commonly used are the odds or risk ratios.
TESTS FOR HETEROGENEITY

A careful glance at figure 1 may provide some cause for concern. Although the confidence intervals all overlap, the results of the individual comparisons look quite different. The labels describing each comparison indicate that different doses of drugs are used in the studies. This may mean that we may not be comparing like with like. The studies with higher doses indicate non-significant negative effects upon quality of life, whereas non-significant positive effects are associated with the lower dose studies. Also, the estimate from the Rogers study is much more positive than the others, and nearly significant in its own right (although it is based upon a relatively small number of subjects as reflected by the small diamond representing the point estimate and the wide confidence intervals). These observations might undermine our confidence that there is a single underlying treatment effect and make the fixed effects estimate unhelpful (because this is what it is attempting to estimate).

One way of seeing if the results of the individual studies are similar enough to combine is a statistical test for heterogeneity. *Heterogeneity of treatment effect* refers to systematic differences between the results of studies that cannot be attributed simply to chance. Standard heterogeneity tests estimate the probability that the observed pattern of results may have occurred simply through the play of chance. In our case, the p value for the heterogeneity test is 0.042. In other words, if the studies really are all estimates of a single underlying treatment effect, we might only expect to see the observed differences between studies (or worse) about 42 times in 1000 simply through the play of chance.

FIXED VERSUS RANDOM EFFECTS

Heterogeneity tests in meta-analysis frequently lack power because they rely upon assumptions about large numbers that may not apply when only a small number of small studies are available for the meta-analyses. This situation occurs frequently because it is one of the main reasons for doing a meta-analysis in the first place. When there is evidence of significant heterogeneity, this is potentially important, although the practical importance of p values alone is hard to interpret. Fortunately, approaches have been devised that can accommodate differences among studies. Fixed effects estimates assume that there is a single underlying population treatment effect, which will be reflected most accurately by larger studies with more statistical power. Random effects models take into account the heterogeneity among studies, both in the point estimate of the treatment effect and in the width of the confidence intervals.

Figure 1 describes a random effects approach to estimate the pooled effect of the donepezil studies on quality of life. The point estimate from the random effects model is very similar to that of the fixed effects approach. It has, however, shifted slightly to the right reflecting an increased relative influence from the smaller study by Rogers with its outlying estimate of effect that is given greater weight than in the fixed effects approach. Perhaps more importantly, the confidence intervals are much wider too, reflecting the variability in the results of the pooled studies.

Standard random effects models are *adaptive*, in that when there is no heterogeneity (p value of 0.5 or greater) they behave as fixed effects models, but as the p value becomes smaller they increasingly take this into account. Fixed effects models may ride roughshod over important differences between study effects. Random effects models may increase the weight of smaller studies that may be more open to systematic bias. The choice between models remains controversial, although reviews that report both may avoid controversy particularly when they give the same answer.

PUBLICATION BIAS AND OTHER RISKS

As we described in part 1, one of the most important biases which occurs in systematic reviews is publication bias. Analyses based only on a small number of small trials are likely to be particularly open to publication bias, and standard statistical methods may also become unstable in this situation, particularly when there are only a few events in the trials. This does not undermine the value of meta-analysis per se, as it remains the best way to summarise the available evidence. A thoughtful and critical approach to interpreting the results of meta-analysis is important. Readers interested to know more about how standard meta-analysis methods work are encouraged to consult the excellent practical review by Fleiss.1

What were the results of the meta-analyses and how can they be used clinically?

Once the methods of the review have been critically appraised and appear adequate, the next stage is to consider the results and how they can be used to help your patient. As Peter Szatmari described in his note on using the results of randomised controlled trials (see Evidence Based Mental Health 1998;1:39–40) there are several measures of clinical effectiveness—one of the most useful for the clinician is the number needed to treat. One of the challenges in the clinical interpretation of systematic reviews and meta-analyses is that the most statistically useful approaches may not also be the most clinically meaningful. Here we will outline some of the current approaches to using the results of a meta-analysis.

EVENT-LIKE OUTCOMES

The most commonly used measure of effectiveness in meta-analyses in which the outcome is an event is the odds ratio. The odds ratio is simply the odds of an event occurring in the experimental group divided by the odds of it occurring in the control group. The statistical properties of the odds ratio make it preferable to other metrics in meta-analyses of treatments that attempt to describe the effect of a treatment upon the risk of an event. Although preferable statistically, there are often problems regarding the practical interpretation of odds ratios. For example, on p 115 we abstract a review by Marshall and Lockwood on the effectiveness of active community treatment for people with severe mental disorders. In Evidence-Based Mental Health, for reasons of space, we do not provide the blobbogram but figure 2 shows a re-analysis from data in the original article.3

Odds ratios are used in epidemiology to approximate risk ratios, which work well when the denominator is large. As an increasing proportion of subjects suffer events, however, odds ratios tend to provide larger estimates compared with the
relative risk. So although active community treatment leads to a 40% reduction in the odds of admission to hospital (odds ratio 0.60; 95% CI 0.45 to 0.79), this is only a 25% reduction in the risk of an event (risk ratio 0.75; CI 0.64 to 0.87). Figure 2 also shows a startling difference in the random effects and fixed effects estimates. Looking at the individual studies it is clear that the majority of the benefits are seen in 2 studies (which are not the largest).

The random effects model describes the differences between study effects through wider confidence intervals. Overall, as the point estimate from the random effects model describes, it is likely that active community treatment has a beneficial effect. However, the user of this evidence would also want an explanation for the substantial differences in study effects observed.

Reviewers attempting to describe the practical importance of their results occasionally use simple risk differences, the risk in the intervention group minus the risk in the control group. Risk differences are the inverse of the number needed to treat. There are 2 main problems with this approach. Firstly, risk differences are difficult to interpret without additional information on the length of time in which benefits are accrued. Perhaps more fundamentally, risk differences are easily confounded by study characteristics in ways which odds and risk ratios avoid. For example, if a trial includes a sample of patients at higher underlying risk than those seen by a clinician, she should not expect the same benefits among her patients. In 2 hypothetical studies describing the same treatment in similar sample populations, one of which is twice the length of the other, we might expect twice the risk difference in the longer study (although the ratio of events would be the same). One way of extrapolating from the pooled odds ratio in a meta-analysis is to combine it with the patients' expected event rate (PEER) to produce an estimate of the number needed to treat:

\[
NNT = \frac{1 - [\text{PEER} \times (1 - \text{OR})]}{(1 - \text{PEER}) \times \text{PEER} \times (1 - \text{OR})}
\]

In the case of assertive community treatment, if the expected rate of admission was 0.2 or 20%, with a fixed effects odds ratio of about 0.6, the estimate of the number needed to treat is about 15.

CONTINUOUS OUTCOMES
As we mentioned above, the summary measure of effectiveness when continuous measures are used is the effect size. The effect size is a measure of the overlap in the distributions of scores on the outcome scale in the control and experimental groups. The effect size is the standardised z score which can be thought of as describing outcomes in standard deviation units. Like the odds ratio, the effect size has useful statistical properties, and is more robust than meta-analyses based upon mean scores using the original units. Also, like the odds ratio, the effect size is difficult to interpret practically. One way of interpreting the measure is to estimate the degree of overlap between the 2 populations by obtaining the proportions of the standard Normal distribution above and below the z value. This is the proportion of control group scores that are less than the average score in the experimental group. For example, Nowell et al (p 117) reviewed the effectiveness of benzodiazepines and zolpidem compared with placebo on total sleep time and found an overall effect size of 0.71 (CI 0.55 to 0.87). This would mean that 76% of control scores would be less than the average score in the experimental group. Unfortunately, the only way to work out the precise percentage is to use statistical tables—unless you can memorise the table for the Normal distribution! As an aide memoire, in the table, we give a summary of the percentages for a range of effect sizes which can be used to give a rough estimate.

Comment
Systematic reviews that include meta-analyses are increasingly common, and when properly conducted may provide the best available indication of the effectiveness of a treatment through summarising the available evidence. However, like all analyses, different assumptions and methods may provide different answers to important questions. In Evidence-Based Mental Health we appraise each review using explicit criteria, and aim to ensure the validity of the reviews that we abstract. However, some understanding of the way a systematic review should be put together will be helpful to readers in sorting out what is important and for addressing some of the challenges to the interpretation and implementation of the results.
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